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Quick reminder

A group G
there is ide G id g g id g
there are g g g gg id

gh k g hk

A G equivariant f X Y g f x f g x

Example Y

G 1 1,1 w usual multiplication Hxi i

X IR Y IR f x x2

G acts on X by multiplication on Y trivially y

Note geemiggpsustenginverses
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Approximation by
equivariant function

I Identifiability of groups
given equivariant functions
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Outline

General setup

Repurposing EM LPs Finzi et al 2021 a failed experiment

need approximate equivariance

the failure is already worst case

Symmetry non uniqueness the failure is a special case
of a general result

what does learning a group mean

G NNS they can't fail
but semigroup convolutions can



General setup
Let F be a set of functions T a set of groups

We want to learn in F and P by approximation

suppose we have notions of convergence le g topologies on F T

In particular we want to learn symmetries

RE Fx T CtGl f ie G equivariant

using an equivariant hypothesis class A E R I imposing constraints e.g
layerwise equivariantNNS

ontoF gives t
learnablefunction

group and fun
functions



How do you design NNs with learnable symmetries

Ideas Fix a class of groups T

For any Ge t a layer is of the form
non lin o

input F Lx 7 y o Lx

This is the GCNN design pattern see Zhou et al 2021 Dehmamy et al 2021
T space groups o any pointwise nonlinearity

Problems if T is too large no non trivial o exist see also Sergeant Perthuis et al 202



EMLPs Finzi et al 2021

input H w jw
Based on scaling t tensorcontraction
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G equivariant by projecting onto a subspace

depending on the generators of G

Lie algebra A An

Formally gut I W ProjectOntoNullspace W Ch
where

c

4h

hit I
Finzi et al 2021 Theorem1

him hit I
I g

A I I Ant

Idea learn the generators simultaneously with W





EMLP results
potiosteniiiitiiie.si

Consider G 89 9 52 Using simplified nonlinearities

when trying to learn f
if t is non linear do not learn f unless G
if t is linear I f but E Eba a be r always a solution

need priorsregularization

This is exactly the group algebra RIG
elements a e RIG are a G R with finite support
r a g r alg atb g alg t bl g ab g Eggach b ha

We write a E alg g thinking of RIG as a vector space with basis G

Fact a linear W is G equivariant W is REG equivariant

Zacgget EacgWg WEacgsg

Rabbitte but why do we learn RIG rather than an even larger structure

for semisimple groups Schur Jacobson means AW WA for all G equiv I HE RIG

this generalizes to all unitarizable G of type I and maps W X Y X Y



given all linear G equivar functions

an f X Y
and

overlap on T

peg equivar t

here may exist

night
linear t's

Remart linear maps can only approximate linear maps

Question how does this picture generalize to

maps which can approximate a larger family e.g NNS

approximating G rather than identifying it



preserves equivariance on A

f G E A CtHCG E R

i

and f is G equivar but not H G equivar
then It G is not learnable
Proof suppose It G eTt so fu G EA fG

It is like taking a supergroup

theorem 6.3.4 if HCA Mini RE HCR and it is cts at G

then only one of the following can hold
i for any G equiva learnable f

yY I



what is a natural convergence topology on groups

t y
pothole

i ÉÉRak ideas generalizeto approx equivar a 7

For a subset of Aut X x Aut Y fix an admissible convergence y gu t g
for proofs Prop3.4

We want groups with elementsfrom the subset and want a convergence G G

to respect limit elements f g e G there are g EG I g

Option Thurston G G geometrically if subset
is a locally

I
if 2

f g e G there are g EG I g compact metric space

its.ee s

sea
man

this is the Hausdorff metric

false ChabantyFell Vietoris topolos

Qption Thurston representations of G on Xx Y

I Easy to verifyfromconversen
is the y limits of pulg getPu p algebraically if p G of group generators

also makescontinuity of
non uniqueness H easy
to verify



GUNS 7 I EY
We call integral operators maps L between signals f X IR and Lt Y IR

of the form
Lt y kex y f x mid some measure on X

where k is the kernel function i.e filter usually G invar

Fact let tx X X be m preserving and invertible and t Y Y

Lt oty L totx k ty x y k x tyy ty for n a e x

yes
G iscompact

Under conditions m decomposes as the product of Haar measure X and M xx

f g O leg gx ox oy flaxox dg Maddox with l g o p K go Cidp

theoremThn4.12 underconditions If u is H G invariant TF AE
i any G equivar integral L x Y is H G equivar

Iii H G acts on X Y as a subgroup of G

Proof idea ii i trivially Ii Fay above lung s ox hoy llg.in s Nox Oy
So 1hg ga g h g ox h ox g h Oy



Rabbit hole semigroup convolutions can have non uniquenesses

I e g Worrall Welling 2019

Tacts on thesets
andneedn'tactbyhomomorph

If Lt S lls f Ses Alds then for any T acting on the right
ont

s

t t S lls f Ses t Wds Lt E S

so any super semigroup T of S of which S is a right ideal gives a non uniqueness



Mort recognize whether model has non uniqueness
though strong priors can overcome this

also approximate symmetry alleviates discontinuities


